Supplemental Material: Nonlinear polariton fluids in a flat band reveal discrete gap solitons
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I. RESONANT EXCITATION OF THE FLAT BAND MODES

To determine the optimal excitation scheme for the resonant drive of the flat band, we study the momentum-space resolved photoluminescence (PL) of the flat band modes. This pattern can be obtained by spectrally filtering the emission, measured under weak non-resonant pumping, at the flat band energy. The \((k_x, k_y)\) map of the emission is then reconstructed from spectra measured at different values of \(k_y\), such as the one shown in Fig. 1(c) of the main text. The result is presented in Fig. S1(b): the intensity is zero at the center of the Brillouin zone (BZ) \((k_x, k_y) = 0\), and is maximal at the BZ edges \((k_x = \pi/a)\). This reflects the antisymmetric nature of the flat band eigenmodes (opposite phase on A,C pillars). Thus, to ensure efficient coupling to the polariton states in the flat band, the pumping beam is tilted from normal incidence by 5.0° along the x direction, corresponding to the edge of the first BZ.

The real-space PL at the energy of the flat band can also be obtained with a similar method (spectral filtering of the real-space PL) and is shown at the top of Fig. S1(b). As expected due to geometric frustration, we measure vanishing intensity on B sites.

Let us comment briefly on the consequence of exciting the flat band at the BZ edge. When the wave-vector of the driving field is equal to \(k = \pi/a\), it imposes a phase difference of exactly \(\pi\) between neighboring unit cells. The opposite sign on C sites in neighboring unit cells leads to a destructive interference on A sites. As an illustration, Fig. S1(c,d) shows calculated real- and momentum-space emission pattern of two different localized eigenstates: a single plaquette \(|f_n\rangle\), and a linear superposition of four plaquettes, of same magnitude but alternating sign on neighboring unit cells, which can be written \(\sum_{j=0}^{3} (-1)^j |f_{n+j}\rangle\). To compute these radiation patterns, we use a simplistic description of the eigenfunctions of the chain of pillars: we consider a Gaussian-shaped orbital per pillar (corresponding to the s mode).

To construct a given wave function, we assign the amplitude and phase computed from the tight-binding model to each of these Gaussian shaped orbitals. The momentum-space radiation pattern is obtained by Fourier transformation of this wave function. The state in Fig. S1(d), with a phase difference of \(\pi\) between neighboring plaquettes, corresponds to a Bloch state \(|\psi(\pi/a)\rangle\), but truncated to only 4 unit cells.

Importantly the non-linear domains measured in our experiment indeed present a spatial pattern similar to the one calculated in Fig. S1(d). This pattern reflects the phase imposed by the drive at the edge of the BZ, resulting in low intensity on A sites inside the non-linear domains because of destructive interferences. A sites have significant intensity only at the edge of the domains or in regions where disorder overcomes interaction energy (like in Fig. 2(d) or Fig. 2(e) in the main text) and locally breaks the destructive interferences.

II. PARAMETERS FOR NUMERICAL SIMULATIONS

The discrete Gross-Pitaevskii equation introduced to model our experiments (Eq. (2) of the main text) is a set of 3N equations, that describe the time evolution of the polariton amplitude on each site. \(N\) is the number of unit cells in the lattice. The coupling terms \(t_{n,m}\) between the different sites are linked to the coupling constant \(t\) and \(t'\) of the Lieb tight-binding Hamiltonian (Eq. (1) of the main text) as follows:
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The values of the parameters are deduced from the tight-binding fit to the measured polariton dispersion as shown in Fig. 1(c) of the main text. In the case of the flat band, we take $E_A = E_C = E_0$, $E_B = E_C - 10\gamma$ and $t = t' = 10\gamma$, with $\gamma = 30\mu$eV (and the energy offset $E_0 = 0$ for simplicity). For the dispersive band, we use $E_A = E_C + 6\gamma$, all other parameters being unchanged.

III. NUMERICAL SIMULATIONS: STEADY-STATE SPATIAL PROFILES

In this section we present the steady-state spatial intensity profiles calculated for the quasi-resonant injection of polaritons in the flat band, that correspond to the total intensity and domain size from Fig. 2(b,i) of the main text. The drive detuning is $\Delta = 3\gamma$ and the drive wave vector $k_p = \pi/a$. The calculated total intensity versus drive power $F^2$ from Fig. 2(b) of the main text is reproduced in Fig. S2(a). Fig. S2(b-d) shows the calculated spatial profile on pillars C for different values of $F^2$. In each case, a nonlinear domain delimit by a sharp drop in occupation at the edges is clearly identified. As $F^2$ is increased above the first abrupt intensity jump, each intensity jump corresponds to an increase of the domain size by exactly 1 unit cell (UC).
As a comparison, we repeat the numerical simulation with same excitation conditions ($\Delta = 3\gamma$, $k_p = \pi/a$), but with $E_A = 6\gamma$, such that the middle band is now dispersive and the drive frequency lies within the band. The results are presented in Fig. S2(e-h). As detailed in the main text, a single jump is observed in the calculated total intensity as the drive power $F^2$ is increased. Moreover, the spatial density profile in the nonlinear regime is smooth and does not evolve significantly as $F^2$ is increased.

IV. INFLUENCE OF DISORDER IN A FLAT BAND

As explained in the main text, we experimentally observe that the size of the nonlinear domain formed in the flat band can jump by several unit cells at a time when the pumping power is increased (see Fig. 2(h) of the main text, reproduced in Fig. S3(a)). This feature is not reproduced by the simulation (see Fig. 2(i) of the main text), where increases by one unit cell only are obtained (except for the first jump). In the following we show that disorder in the on-site energies can explain this discrepancy.

Disorder can strongly affect the physics of particles in a flat band, for example leading to the fragmentation of a bosonic condensate into plaquette-sized localized modes [1]. Indeed, since kinetic energy is zero in a flat band, any finite amount of disorder will break the flat band picture. In a dissipative context, disorder strength needs to be greater than the linewidth to significantly alter the physics. Experimentally, disorder mainly stems from small fluctuations in the pillar size and shape, caused by etching.

An estimate of the disorder strength can be extracted from resonant spectroscopy of the flat band eigenstates in the linear regime. Figure S3(b) shows the light intensity transmitted through A and C pillars when scanning the laser energy. When the laser is in resonance with an eigenstate, an intensity maximum is observed. The figure clearly indicates some spatial energy spreading of the eigenstates across the lattice. More precisely for this particular part of the chain, a redshift is observed to the left of UC 0, and to the right of UC 5. The maximal energy difference between the different states is around 80 $\mu$eV, comparable to the laser detuning $\Delta = 90\mu$eV used in Fig. S3(a) (and Fig. 2 of the main text). Thus in the experiments disorder strength is comparable to the interaction energy. Note that imaging
FIG. S3. Influence of disorder on the nonlinear regime for the flat band. (a) Measured size of the nonlinear domains as a function of excitation power (reproduced from Fig. 2(h) of the main text). (b) Measured intensity profile on pillars A, C as a function of resonant drive energy in the linear regime ($P = 10\mu W$). (d) Calculated size of the nonlinear domain for increasing excitation drive $F^2$, when including a redshift $\delta_{\text{dis}}$ on the sites indicated in black in (c). This redshift mimics the effect of local disorder in the chain.

V. TRUNCATED BLOCH WAVES IN THE GAP ABOVE A DISPERSIVE BAND

We investigate with numerical simulations the behavior of a nonlinear fluid injected in the gap above a dispersive band. Figure S4(b–d) presents the steady-state profiles calculated in the nonlinear regime and without disorder, for $E_A = 6\gamma$ and different values of the drive energy detuning with respect to the bottom of the middle band: $\Delta = 4, 5$ and $7\gamma$. Note that for $E_A = 6\gamma$, the width of the middle band is $\sim 4.6\gamma$, so that when $\Delta > 4.6\gamma$ the drive lies within the gap. For $\Delta = 4\gamma$, i.e. for a drive below the band edge, the propagation outside the spot is visible as a spatial exponential decay of the intensity. The propagation length $L$ characteristic of the spatial decay is given by $L = v_g/\gamma$, with $v_g = h^{-1}(\partial E/\partial k)$ the group velocity at energy $\Delta$. Increasing the drive energy to $\Delta = 5\gamma$, a sharp spatial decrease in the intensity is now observed at UC ±11. For $\Delta = 7\gamma$, further into the gap, the domain edge is even sharper. In this excitation configuration, since the drive injects polaritons within the gap, there is no single-particle state at this energy. As a result, the interaction energy provided by the drive cannot be converted into kinetic energy: propagation of particles out of the excitation region is prevented. This localization mechanism arising from the interplay between interactions and the existence of an energy gap is precisely the one at play in the formation of gap solitons, and in particular of Truncated Bloch Waves, as originally discussed in Refs. [2–4].

Thus when the dispersive band is excited within the gap at high energy, Truncated Bloch waves are excited in a
similar way as for the flat band. The energy injected in the system is larger than the maximum kinetic energy the system can accommodate so that non linear domains with sharp edges are formed. In the flat band, since kinetic energy is strictly zero, this regime is achieved as soon as the driving energy overcomes the other energy scales of the system, namely the spectral linewidth and disorder.

VI. MULTISTABILITY OF THE NONLINEAR DOMAINS

FIG. S5. (a-d) Total emission intensity measured under resonant excitation of the flat band for different the power scans. In each panel, the starting excitation condition is denoted by a black square and arrows indicate the scan direction.
In Fig. S5 we present several experimental power scans obtained with excitation parameters similar as those used in Fig. 2 of the main text ($\Delta = 90 \, \text{µeV}$ and $k_p = \pi/a$). For each of these power scans, the starting condition is denoted by a black square. Fig. 3(a) of the main text reproduces all these measurements on top of each other.

VII. INFLUENCE OF DISORDER WITHIN A DISPERSIVE BAND

![Graph showing influence of disorder on nonlinear regime for dispersive band](Fig_S6.png)

**FIG. S6.** Influence of disorder on the nonlinear regime for the dispersive band. (a) Calculated total intensity in the lattice versus $F^2$, for an increasing (blue) and decreasing (red) drive intensity. The redshift amplitude is $\delta_{\text{dis}} = 2\gamma$ on the same sites as for the flat band, and the drive detuning $\Delta = 1.5\gamma$. (b) Total emission intensity measured in the dispersive band as a function of excitation power (reproduced from Fig. 4(a) from the main text).

Disorder also has an influence on the nonlinear regime in the dispersive band. This is due to the fact that the disorder amplitude in the experiment, on the order of $80 \, \text{µeV}$, is comparable to the interaction and kinetic energy of the fluid with our choice of laser detuning $\Delta = 60 \, \text{µeV}$. In Fig. S6, we present the results of a numerical simulation taking into account disorder in the dispersive band: we introduce a redshift $\delta_{\text{dis}} = 2\gamma$ on the same sites as in Fig. S3(c), $\Delta = 1.5\gamma$ and $E_A = 6\gamma$. The total population versus $F^2$ in the up and down scans are in excellent agreement with the experimental results from Fig. 4(a) of the main text, reproduced in Fig. S6(b). Indeed, the presence of disorder explains the first nonlinear increase in the total intensity before the abrupt jump (only one jump was observed in disorder free simulations, see Fig. 4(b) of the main text).